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Introduction

This paper examines Microsoft Azure App Service, focusing on service tiers, thread counts, and computing efficiency. It explores the performance of
single- and multi-threaded workloads, particularly in Fibonacci calculations, across different tiers. Results show that lower cost tiers often outpertform
premium ones in cost efficiency and computing, albeit with some inconsistencies. The study also addresses the inherent unknowns in Platform as a Service
(PaaS), offering insights for Developers, DevOps, and Software Architects. Utilising heat maps and line charts, the research analyses the calculation
time for Fibonacci numbers on servers across East US, West Europe, and Southeast Asia. It investigates the correlation between server-tier performance,
costs, and regional architectural differences. The findings, presented through graphs and critical observations, underscore the importance of tier selection
based on workload and location, concluding with recommendations for cloud service optimisation.

Azure Analysis Thesis Structure

This study investigates Azure App Service’s
handling of single-threaded applications. Two
key questions guide the research: 1) How does
Azure handle concurrent HTTP requests in
single-threaded architecture regarding core uti-
lization? and 2) Are there performance dif-
ferences in Azure deployments across regions?
The research uses a Fibonacci calculation API to
explore core utilisation and performance across
service tiers and regions and cost-effectiveness
in cloud applications.

Methodology:

This research examines Azure App Service’s performance using a FibonacciCalculationAPI. Tests
were conducted across three regions (West Europe, East US, Southeast Asia) on nine Azure tiers,
focusing on CPU and memory usage. The API, developed in ASP.NET Core, was monitored using
Azure Application Insights. Custom C tests simulated different thread loads, with results analyzed
in Power BI to understand efficiency and scalability in cloud environments and regional variation
1mpacts.
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Summary:

Power Bl analysis of Azure App Service tests revealed: 1) Higher performance in premium tiers,

multi-threaded workloads in Azure, addressing
crucial knowledge gaps in cloud computing lit-
erature.

suggesting a price-performance correlation. 2) Single-threaded tasks are uniformly handled, while
multi-threaded tasks show concurrency complexities. 3) The premium tier demonstrates efficient
CPU utilization across varying loads. 4) Cost efficiency is crucial in computational power allocation.

These insights guide IT professionals in understanding Azure’s hardware management, aiding in
informed service tier selection for applications.
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This matrix visualisation analyses thread count impact on
Azure App Service performance, using Fibonacci computa-
tions as a metric. It shows average compute times across sin-
ole, two, and four-threaded tests, visualised through a heat
map indicating time from white (minimum) to red (maxi-
mum). Key insights include uniformity in single-threaded
performance, variable multi-threaded behaviour, and the et-
fect of thread failure on overall efficiency. The study high-
lights the nuances in resource allocation and thread manage-
ment within Azure.
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Conclusions and Future Work

This thesis concludes by synthesizing Azure App Service test findings, addressing how Azure handles
concurrent requests and regional performance variations. It confirms Azure’s finesse in managing

core utilization, especially in premium tiers, and notes regional disparities in resource usage. The
study guides developers in service tier and region selection, enriching academic understanding of

single-threaded applications in serverless environments. Future work suggests broader, real-time
analyses and comparative cloud provider studies for more profound insight.



